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This paper provides an overview of a program synthesis system
for a class of quantum chemistry computations. These computations
are expressible as a set of tensor contractions and arise in electronic
structure modeling. The input to the system is a a high-level spec-
ification of the computation, from which the system can synthesize
high-performance parallel code tailored to the characteristics of the
target architecture. Several components of the synthesis system are
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described, focusing on performance optimization issues that they
address.
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I. INTRODUCTION

This paper provides an overview of a project that is de-
veloping a program synthesis system to facilitate the rapid
development of high-performance parallel programs for a
class of scientific computations encountered in chemistry
and physics—electronic structure calculations, where many
computationally intensive components are expressible as a
set of tensor contractions. Currently, manual development
of accurate quantum chemistry models in this domain is
very tedious and takes an expert several months to years
to develop and debug. The synthesis tool aims to reduce
the development time to hours/days, by having the chemist
specify the computation in a high-level form, from which an
efficient parallel program is automatically synthesized. This
should enable the rapid synthesis of high-performance im-
plementations of sophisticated ab initio quantum chemistry
models, including models that are too tedious for manual
development by quantum chemists. Fig. 1 shows a tensor
contraction expression for one of the terms in the coupled
cluster model [43], [47] for ab initio electronic structure
modeling. An optimized parallel Message Passing Interface
(MPI) program to implement such an expression containing
a large number of tensor products typically requires several
thousands of lines of code.
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Fig. 1. CCSD doubles expression from quantum chemistry.

The computational domain that we consider is also
extremely compute intensive and consumes significant com-
puter resources at national supercomputer centers. Many of
these codes are limited in the size of the problem that they
can currently solve because of memory and performance
limitations. The computational structures that we address
are present in some computational physics codes modeling
electronic properties of semiconductors and metals, and
in computational chemistry codes such as ACES II [69],1

GAMESS [63], Gaussian [15], NWChem [22], PSI [24],
and MOLPRO [71].2 These structures comprise the bulk of
the computation with the coupled cluster approach to the
accurate description of the electronic structure of atoms
and molecules [43], [47]. Computational approaches to
modeling the structure and interactions of molecules, the
electronic and optical properties of molecules, the heats
and rates of chemical reactions, etc., are crucial to the
understanding of chemical processes in real-world sys-
tems. Examples of applications include combustion and
atmospheric chemistry, chemical vapor deposition, protein
structure and enzymatic chemistry, and industrial chemical
processing. Computational chemistry and materials science
account for significant fractions of supercomputer usage at
national centers.

II. COMPUTATIONAL CONTEXT

In the class of computations considered, the final re-
sult to be computed can be expressed in terms of tensor
contractions, essentially a collection of multidimensional

1Integral packages included are VMOL (J. Almlöf and P. R. Taylor);
VPROPS (P. Taylor) ABACUS; (T. Helgaker, H. J. Aa. Jensen, P. Jørgensen,
J. Olsen, and P. R. Taylor.

2MOLPRO is a package of ab initio programs. E-mail: molprosupport@
tc.bham.ac.uk

summations of the product of several input arrays. Due to
commutativity, associativity, and distributivity, there are
many different ways to compute the final result, and they
could differ widely in the number of floating point opera-
tions required. Consider the following expression:

where typical index ranges are on the order of tens to a few
thousands. If this expression is directly translated to code
(with ten nested loops, for indexes ), the total number
of arithmetic operations required will be 4 if the range
of each index is . Instead, the same expression can be
rewritten by use of associative and distributive laws:

This corresponds to the formula sequence shown in Fig. 2(a)
and can be directly translated into code as shown in Fig. 2(b).
This form only requires 6 operations. However, addi-
tional space is required to store temporary arrays and

. Often, the space requirements for the temporary arrays
poses a serious problem. For this example, abstracted from
a quantum chemistry model, the array extents along indexes

are the largest, while the extents along indexes
are the smallest. Therefore, the size of temporary array
would dominate the total memory requirement.

Thus, although the latter form is far more economical in
terms of the number of operations, its implementation will
require the use of temporary intermediate arrays to hold the
partial results of the parenthesized array subexpressions.
Sometimes, the sizes of intermediate arrays needed for the
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Fig. 2. Example illustrating use of loop fusion for memory reduction.

“operation-minimal” form may be too large to even fit on
disk.

A systematic way to explore ways of reducing the memory
requirement for the computation is to view it in terms of
potential loop fusions. Loop fusion merges loop nests with
common outer loops into larger imperfectly nested loops.
When one loop nest produces an intermediate array which
is consumed by another loop nest, fusing the two loop nests
allows the dimension corresponding to the fused loop to be
eliminated in the array. This results in a smaller intermediate
array and, thus, reduces the memory requirements. For the
example considered, the application of fusion is illustrated in
Fig. 2(c). This way, can be reduced to a scalar and to
a two-dimensional (2-D) array, without changing the number
of operations.

For a computation comprising a number of nested loops,
there are often many fusion choices that are not all mutually
compatible. This is because different fusion choices could re-
quire different loops to be made the outermost. Enumerating
all fusion choices to find the loop structure that minimizes the
memory requirements is beyond the scope of existing com-
piler techniques, as discussed in Section X.

III. EXAMPLE

In this section, an example from quantum chemistry is
used to illustrate issues pertinent to the synthesis system. We
discuss a component of the so-called CCSD(T) calculation
[58], one of the most computationally intensive components
of many quantum chemistry packages. It is a coupled cluster
approximation that includes single and double excitations
from the Hartree–Fock wave function plus a perturbative es-
timate for the connected triple excitations. For molecules
well described by a Hartree–Fock wave function, this method
predicts bond energies, ionization potentials, and electron
affinities to an accuracy of 0.5 kcal/mol, bond lengths ac-
curate to 0.0005 , and vibrational frequencies accurate to
5 cm . This level of accuracy is adequate to answer many
of the questions that arise in studies of chemical systems.

The following representative equation arises in the
Laplace factorized expression for linear triples perturbation
correction:

Fig. 3. Unfused operation-minimal form.

and are of the form and
, respectively, where indexes that occur twice

in a term are implicitly summed over.
Integrals with two vertical bars have been antisymmetrized

and may be expressed as:
, where integrals with one vertical bar are of the form

and are quite expensive to compute (requiring on the order
of 1000 arithmetic operations). Electrons may have either up
or down (or alpha/beta) spin. Down spin is denoted here with
an over-bar. The indexes , , , , , refer to occupied
orbitals, of number O between 30 and 100. The indexes , ,
, , , refer to unoccupied orbitals of number V between

1000 and 3000. The integrals are written in the molecular
orbital (MO) basis, but must be computed in the underlying
atom-centered Gaussian basis, and transformed to the MO
basis. We omit these details in our discussion here.

A3A is one of many contributions to the energy, and
among the most expensive, scaling as . Here, we
assume that we have already computed the amplitudes ,
and they must be read as necessary, and contracted to form
a block of . The integrals must be recomputed
as necessary, contracted to form a block of corresponding
to , and the two contracted to form the scalar contribution
to the energy.

Fig. 3 shows pseudocode for the computation of one of the
energy components for . Temporary arrays and
are used to store the integrals of form , where the
functions and represent the integral calculations.3 The
intermediate quantities are computed by contracting
over (i.e., summing over products of) input array , while

3In reality, f and f represent the same array/function; but it is more con-
venient to treat them as distinct initially, to simplify our explanation about
the space–time tradeoff problem addressed by the synthesis system
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Fig. 4. Use of redundant computation to allow full fusion.

the intermediate quantities are obtained by contracting
over and . The final result is a single scalar quantity

, that is obtained by adding together the pairwise
products .

The cost of computing each integral , is represented
by , and in practice is of the order of hundreds or a few
thousand arithmetic operations. The pseudocode form shown
in Fig. 3 is computationally very efficient in minimizing the
number of expensive integral function evaluations and ,
and maximizing the reuse of the stored integrals in and
(each element of and is used times). However,
it is impractical due to the huge memory requirement. With

and , the size of , is
bytes and the size of , is bytes. Fusing together
pairs of producer–consumer loops in the computation may
result in a reduction of the array sizes: given a pair of loops,
storage may be eliminated along the dimension over which
the common indexes iterate. It can be seen that the loop that
produces (with indexes , , , ), the loop that produces
(with indexes , , , ) and the loop that consumes and
to produce (with indexes , , , ) can all be fully fused
together (after some loop permutation to make the nesting
order match between the producer loop and consumer loop),
permitting the elimination of all explicit indexes in and

to reduce them to scalars. Thus, the largest intermediates,
of size , can be reduced to scalars with loop fusion.
However, the loops producing (with indexes , , , )
and (with indexes , , , ) cannot both also be directly
fused with the other three loops because their indexes do not
match.

Fig. 4 shows how a reduction of space for and can
be achieved by introducing redundant loops around their pro-
ducer loops—add loops with the missing indexes , for
and , for . Now all five loops have common indexes ,
, , that can be fused, permitting elimination of those in-

dexes from all temporaries. Further, by fusing the producer
loops for and with their consumer loop, which pro-
duces , the , indexes can also be eliminated from and

. A dramatic reduction of memory space is achieved, re-
ducing all temporaries , , and to scalars, but the
space savings come at the price of a significant increase in
computation. No reuse is achieved of the quantities derived

Fig. 5. Use of tiling and partial fusion to reduce recomputation
cost.

from the expensive integral calculations and . Since
is of the order of 1000 in practice, the integral calculations
now dominate the total compute time, increasing the oper-
ation count by three orders of magnitude over the unfused
form in Fig. 3.

A desirable solution would be somewhere in between
the unfused structure of Fig. 3 (with maximal memory re-
quirement and maximal reuse) and the fully fused structure
of Fig. 4 (with minimal memory requirement and minimal
reuse). We show such a solution in Fig. 5, where tiling and
partial fusion of the loops is employed. The loops with
indexes , , , are tiled by splitting each of those indexes
into a pair of indexes. The indexes with a superscript
represent the tiling loops and the unsuperscripted indexes
now stand for intratile loops with a range of , the block
size used for tiling. For each tile , blocks of

and of size are computed and used to form
product contributions to the components of , which are
stored in an array of size .

As the tile size is increased, the cost of function com-
putation for , decreases by a factor of , due to the
reuse enabled. However, the size of the needed temporary
array for increases as (the space needed for can be
reduced back to a scalar by fusing its producer loop with the
loop producing , but ’s space requirement cannot be de-
creased). When becomes larger than the size of physical
memory, expensive paging in and out of disk will be required
for . Further, there are diminishing returns on reuse of
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Fig. 6. Tensor Contraction Engine.

and after becomes comparable to , since the loop
producing now becomes the dominant one. So we can ex-
pect that as is increased, performance will improve and
then level off and then deteriorate. The optimum value of
will clearly depend on the cost of access at the various levels
of the memory hierarchy.

The computation considered here is just one component
of the term, which in turn is only one of very many
terms that must be computed. Although developers of
quantum chemistry codes naturally recognize and perform
some of these optimizations, a collective analysis of all these
computations to determine their optimal implementation is
beyond the scope of manual effort. Further, the time required
to develop codes to implement such computational models

is quite large, especially since the tensor expressions can get
quite complex—such as the one shown earlier in Fig. 1.

IV. OVERVIEW OF THE SYNTHESIS SYSTEM

Fig. 6 shows the components of the Tensor Contraction
Engine (TCE), the synthesis system being developed. We
present in this section a brief description of the basic com-
ponents. Some of these components are tightly coupled (for
example, memory minimization and data distribution), and
they are treated together as one combined module in the syn-
thesis system.

High-level language: The input to the synthesis system
is a sequence of tensor contraction expressions (essen-
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tially sum-of-products array expressions) together with
declarations of index ranges and symmetry and sparsity
of matrices. This high-level notation provides essential
information to the optimization components that would
be difficult or impossible to extract out of low-level
code.
Algebraic transformations: Input from the user in the
form of tensor expressions is transformed into a com-
putation sequence. The properties of commutativity
and associativity of addition and multiplication and the
distributivity of multiplication over addition are used
to search for various possible ways of applying these
properties to an input sum-of-products expression. A
combination that results in an equivalent form of the
computation with minimal operation cost is generated.
Memory minimization: The operation-minimal com-
putation sequence synthesized by applying algebraic
transformation might require an excessive amount of
memory due to the need to use large temporary inter-
mediate arrays. The memory minimization step seeks
to perform loop fusion transformations to reduce the
memory requirements. This is done without incurring
any increase on the number of arithmetic operations.
Data distribution and partitioning: This component
determines how best to partition the arrays among
the processors of a parallel system. We assume a
data-parallel model, where each operation in the oper-
ation sequence is distributed across the entire parallel
machine. The arrays are to be disjointly partitioned be-
tween the physical memories of the processors. Since
the data distribution pattern affects the memory usage
on the parallel machine, this component is closely
coupled with the memory minimization component.
Space–time transformation: If the memory mini-
mization step is unable to reduce memory requirements
of the computation sequence below the available disk
capacity on the system, the computation is infeasible
unless a space–time tradeoff is performed. If no satis-
factory transformation is found, feedback is provided
to the memory minimization module, causing it to seek
a different solution. If the space–time transformation
module is successful in bringing down the memory
requirement below the disk capacity, the data locality
optimization module is invoked.
Data locality optimization: If the space requirement
exceeds physical memory capacity, portions of the ar-
rays must be moved between disk and main memory as
needed, in a way that maximizes reuse of elements in
memory. The same considerations are involved in min-
imizing cache misses—blocks of data are moved be-
tween physical memory and the space available in the
cache.
Code generation: The back end of the synthesis
system provides the output as pseudocode, Fortran,
or C code. The generated code can be either serial or
parallel, using MPI or Global Arrays (GA) [54], [55].
Depending on the circumstances, the synthesized code
could also call highly tuned, machine-specific Basic

Linear Algebra Subprograms (BLAS) libraries, or op-
timized low-level functions from the existing quantum
chemistry packages.

In Sections V–XI, we provide some details about the op-
timizations implemented in some of these modules.

V. OPERATION MINIMIZATION

The operation minimization problem encountered in this
context is a generalization of the well known matrix-chain
multiplication problem, where a linear chain of matrices to
be multiplied is given, e.g., ABCD, and the optimal order
of pairwise multiplications is sought, i.e., ((AB)C)D versus
(AB)(CD), etc. In contrast, for computations expressed as
sets of matrix contractions, there is additional freedom in
choosing the pairwise products. For the example of Fig. 2,
instead of forcing a single chain order, e.g., ABCD, other
orders are possible, such as the BDCA order shown for the
operation-reduced form.

The problem of determining the operator tree with
minimal operation count is NP-complete, and an efficient
pruning search procedure has been developed [40], [41].
Given a sum-of-products term, the following procedure
can be used to exhaustively enumerate all valid sequences
of matrix summation or matrix product (as defined below;
different from the standard notion of matrix-matrix product
in linear algebra) operations to compute it.

1) Let denote the th product term in the given
sum-of-products expression and dimens the set of
index variables in . Set to zero.

2) Increment . Then, perform either action:

a) Write a product formula
where and are any

two terms in the pool. The indexes for are
dimens dimens dimens. Replace

and from the pool by .
b) If there exists an summation index (say ) that

appears in exactly one term (say ) in the
list, increment and create a summation for-
mula where dimens

dimens . Replace in the pool
by .

3) When step 2 cannot be performed any more, a valid
formula sequence is obtained. To obtain all valid se-
quences, exhaust all alternatives in step 2 using depth-
first search.

The enumeration procedure above is inefficient in that a
particular formula sequence may be generated more than
once in the search process. This can be avoided by creating an
ordering among the product terms and the intermediate gen-
erated functions (which can be treated as new terms, num-
bered in increasing order as they are generated).

A further reduction in the cost of the search procedure can
be achieved by pruning the search space by use of the fol-
lowing two rules.

1) When a summation index appears in only one term,
perform the summation over that index immediately,
without considering any other possibilities at that step.
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Fig. 7. Expression tree and fusion graph for unfused operation-minimal form of loop in Fig. 3.

2) If two or more terms have exactly the same set of in-
dexes, first multiply them together before considering
any other possibilities.

Although the problem of determining minimal operation
count for a sum-of-products expression is NP-complete, the
pruning search procedure above works very effectively in
practice, since the number of nested loops and number of
product terms is typically less than ten.

VI. MEMORY MINIMIZATION AND SPACE–TIME TRADEOFFS

As discussed in Section II, the operation minimization pro-
cedure often results in the creation of intermediate temporary
arrays. For typical computations in computational chemistry,
the space required for storing these temporary arrays can be
several terabytes, which makes the computation impractical.
As shown in Fig. 2(c), the problem with memory require-
ments of large intermediate arrays can be mitigated through
loop fusion. Loop fusion merges loop nests with common
outer loops into larger imperfectly nested loops. When one
loop nest produces an intermediate array that is consumed
by another loop nest, fusing the two loop nests allows the
dimension corresponding to the fused loop to be eliminated
in the array. This results in a smaller intermediate array and,
thus, lowers the memory requirement. The use of loop fusion
can be seen to result in significant potential reduction to the
total memory requirement. For a computation composed of a
number of nested loops, there will generally be a number of
fusion choices that are not all mutually compatible. This is
because different fusion choices could require different loops
to be made the outermost.

A. Fusion Graph

For facilitating the enumeration of all possible loop fusion
configurations for a given expression tree, we define a data
structure we call a fusion graph [37], [39]. The fusion graph
makes the indexes of nodes in the expression tree explicit and
indicates the scopes of fused loops.

Let be an expression tree. For any given node ,
let subtree be the set of nodes in the subtree rooted at

, parent be the parent node of , and indexes be the
set of loop indexes for (including the summation indexes

sumindexes if is a summation node). A fusion graph for
is constructed as follows.

1) Corresponding to each node in a fusion graph
contains a set of vertices, one for each index

indexes .
2) For each Array or Const node in and for each

index indexes parent indexes that is fused
between and its parent, an -index is added to the set
of nodes corresponding to .

3) For each loop of index that is fused between a node
and its parent, the -vertices for the two nodes are con-
nected with a fusion edge.

4) For each index that is shared between a node and
its parent, for which the corresponding loops are not
fused, the -vertices for the two nodes are connected
with a potential fusion edge.

Fig. 7(a) shows the expression tree corresponding to the
computation in Fig. 3. Fig. 7(b) shows the fusion graph for
the unfused form of this computation. Corresponding to each
node in a expression tree, the fusion graph has a set of ver-
tices corresponding to the loop indexes of the node of the
expression tree. The potential for fusion of a common loop
among a producer–consumer pair of loop nests is indicated
in the fusion graph through a dashed potential fusion edge
connecting the corresponding vertices. Leaf nodes in the fu-
sion graph correspond to input arrays or primitive function
evaluations and do not represent a loop nest. The edges from
the leaves to their parents are shown as dotted edges and do
not affect the fusion possibilities.

If a pair of loop nests is fused using one or more common
loops, it is captured in the fusion graph by changing the
dashed potential-fusion edges to continuous fusion edges. If
more than two loop nests are fused together, a chain of fusion
edges results, called a fusion chain. The scope of a fusion
chain is the set of nodes it spans. The fusion graph allows
us to characterize the condition for feasibility of a particular
combination of fusions: the scope of any two fusion chains in
a fusion graph must either be disjoint or a subset/superset of
each other. Scopes of fusion chains do not partially overlap
because loops do not (i.e., loops must be either separate or
nested).

The fusion graph in Fig. 7(b) can be used to determine the
fusion possibilities. On the left side of the graph, the edges
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Fig. 8. Fusion graphs showing redundant computation and tiling.

corresponding to can all be made fusion edges,
suggesting that complete fusion is possible for the loop nests
producing and consuming , reducing it to a scalar. Simi-
larly, on the right side of the graph, the edges corresponding
to can also be made fusion edges, reducing to
a scalar. Further, by creating fusion edges for indexes ,
the producer loop for can be fully fused with the loop
that consumes it. However, now the producer loop for
cannot be fused, since the addition of any fusion edge (say,
for index ) will result in partially overlapping fusion chains
for and .

The fully fused version from Fig. 4 can be represented
graphically as shown in Fig. 8(a). Additional vertices have
been added for indexes and , respectively, at the
nodes corresponding to the producer loops for and .
Now, complete fusion chains can be created without any
partial overlap in the scopes of the fusion chains. From the
figure, it can be seen that in fact the redundant computation
need only be added to one of or to achieve complete
fusion. For example, removing the additional vertices for

at does not violate the nonpartial-overlap condi-
tion for fusion.

The fusion graph was used to develop an algorithm [37],
[39] to determine the combination of fusions that minimizes
the total storage required for all the temporary intermediate
arrays. A bottom-up dynamic programming approach was
used that maintains a set of pareto-optimal fusion configu-
rations at each node, merging solutions from children nodes
to generate the optimal configurations at a parent. The two
metrics used are the total memory required under the subtree
rooted at the node, and the constraints imposed by a configu-
ration on fusion further up the tree. A configuration is inferior
to another if it is more or equally constraining with respect
to further fusions than the other, and uses no less memory. At
the root of the tree, the configuration with the lowest memory
requirement is chosen.

The complexity of the algorithm is exponential in the
number of index variables and the number of solutions could
in theory grow exponentially with the size of the expression
tree. However, since in practical applications the number of
dimensions of tensors and the number of tensors in a term
are in the single digits, the number of index variables remain
small enough and the pruning is effective in keeping the
size of the solution set at each node manageable. If needed,

heuristics can be used to further reduce the size of solution
sets.

If the storage requirements still exceed the disk capacity
after memory minimization, we can choose to recompute
some (parts of) temporary arrays in order to further reduce
the space requirements. We have developed a space–time
tradeoff algorithm [9] that employs a combination of fusion
and tiling to achieve a good balance between recomputa-
tion and memory usage. The first step of the space–time
tradeoff algorithm uses a dynamic programming approach
similar to the memory minimization algorithm that maintains
a set of pareto-optimal fusion/recomputation configurations,
in which the recomputation cost is used as a third metric.
Solutions exceeding the memory limit are pruned out. The
result of the search is a set of loop structures with different
combinations of space requirements and recomputation cost.

In the second step of the algorithm, recomputation in-
dexes are split into tiling and intratile loop pairs, as shown in
Fig. 8(b). By making intratile loops the innermost loops, any
recomputation only needs to be performed once per iteration
of the tiling loop in exchange for increasing the storage
requirements for temporaries in which the dimension cor-
responding to the tiled loop had been eliminated. For each
solution from the first step of the algorithm, we then search
for tile sizes that minimize the recomputation cost, and take
the solution that results in the lowest recomputation cost.

VII. DATA LOCALITY OPTIMIZATION

Once a solution is found that fits onto disk, we optimize
the data locality to reduce memory and disk access times.
We developed algorithms [7], [8] that, given a memory-re-
duced (fused) version of the code, find the appropriate
blocking of the loops in order to maximize data reuse. These
algorithms can be applied at different levels of the memory
hierarchy—for example, to minimize data transfer between
main memory and disk (disk access minimization) or to
minimize data transfer between main memory and the cache
(cache optimization). In this section, we briefly describe the
main points of our algorithm [8], focusing mostly on the
cache management problem. For the disk access minimiza-
tion problem, the same approach is used, replacing the cache
size by the physical memory size.

We introduce a memory access cost model (Cost), an es-
timate on the number of cache misses, as a function of tile
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sizes and loop bounds. In a bottom-up traversal of the abstract
syntax tree, we count for each loop the number (Accesses) of
distinct array elements accessed in its scope. If this number
is smaller than the number of elements that fit into the cache,
then Cost Accesses. Otherwise, it means that the elements
in the cache are not reused from one loop iteration to the next,
and the cost is obtained by multiplying the loop range by the
cost of its inner loop(s).

Using this cost model, we can compute the total memory
access cost for given tile sizes. The procedure is repeated for
different sets of tile sizes, and new costs are computed. In
the end the lowest possible cost is chosen, thus determining
the optimal tile sizes. We define our tile size search space in
the following way: if is a loop range, we use a tile size
starting from (no tiling), and successively increasing

by doubling it until it reaches . This approach ensures a
slow (logarithmic) growth of the search space with increasing
array dimension for large . If is small enough, an ex-
haustive search is performed instead.

VIII. PARALLELISM: DATA PARTITIONING AND

COMMUNICATION MINIMIZATION

Given a sequence of formulas, we need to find an ef-
fective partitioning of arrays and operations among the
processors and a choice of loop fusions in order to minimize
interprocessor communication, while staying within the
available memory in implementing the computation on a
message-passing parallel computer.

Since primitive tensor contractions are essentially general-
ized multidimensional matrix multiplications, we use a gen-
eralized form of the memory efficient Cannon algorithm [4],
[36]. A logical view of the processors as a 2-D
grid is used, and each array is fully distributed along the two
processor dimensions. We use a pair of indexes to denote the
partitioning or distribution of the elements of a data array on
a 2-D processor array. The th position in a pair , denoted

, where can be either one or two, corresponds to the
th processor dimension. Each position is an index variable

distributed along that processor dimension. As an example,
suppose 16 processors form a 2-D 4 4 logical array. For
the array in Fig. 2(a), the pair spec-
ifies that the first and the third dimensions of are
distributed along the first and second processor dimensions
respectively, and that the second and fourth dimen-
sions of are not distributed. Thus, a processor whose id
is , with and between one and four, will be as-
signed a portion of specified by myrange

myrange , where myrange is
the range to .

A tensor contraction formula can be expressed
as a generalized matrix multiplication

, where , , and represent index
collections, or index sets. This observation follows from a
special property of tensor contractions: all the indexes ap-
pearing on the left-hand side must appear on the right-hand

side only once (index sets and , for and , respec-
tively), and all summation indexes must appear on both
right-hand side arrays (index set ). For example, the tensor
contraction
is characterized by the index sets , ,
and .

We generalize Cannon’s algorithm for multidimensional
arrays as follows: a triplet formed by one index from
each index set , , and defines a distribution for the
result array , and distributions and for the input
arrays and , respectively. In addition, one of the three in-
dexes is chosen as the “rotation index,” along which
the processor communication takes place. For example, in
the traditional Cannon algorithm for matrix multiplication,
the summation index plays that role; blocks of the input
arrays and are rotated among processors, and each pro-
cessor holds a different block of and and the same block
of after each rotation step. At every step, processors mul-
tiply their local blocks of and and add the result to the
block of .

Due to the symmetry of the problem, any of the three in-
dexes can be chosen as the rotation index, so it is
always possible to keep one of the arrays in a fixed distribu-
tion and communicate (“rotate”) the other two arrays. There-
fore, the number of distinct communication patterns within
the generalized Cannon’s algorithm framework is given by
3 NI NJ NK, where NI is defined as the number of indexes
in the index set . The communication costs of the tensor
contraction depend on the distribution choice and
the choice of rotation index.

In addition to the communication of array blocks during
the rotation phase of the Cannon algorithm, array redistri-
bution may be necessary between the Cannon steps. For
instance, suppose the arrays and
have initial distributions and , respectively. If
we want to have the distribution when evaluating

, would
have, for example, to be redistributed from to
for the generalized Cannon algorithm to be possible. But
since the initial distribution of is the same
as the distribution required to perform the Cannon rotations,
no redistribution is necessary for array .

The partitioning of data arrays among the processors and
the fusions of loops both affect the total interprocessor com-
munication cost. Fusion generally results in an increase of
communication cost, but can significantly reduce the per-
processor memory requirement. We use a dynamic program-
ming algorithm to search among all combinations of loop
fusions and array distributions to find the one with minimal
total communication cost, that also fits within the available
memory. We omit details here and refer the reader to [10] and
[11].

IX. EXPERIMENTAL RESULTS

As an example, consider the following contraction, used
often in quantum chemistry calculations to transform a set of
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two-electron integrals from an atomic orbital (AO) basis to a
MO basis:

This contraction is referred to as a four-index transform.
Here, is a four-dimensional input array initially
stored on disk, and is the transformed output
array to be placed on disk at the end of the computation. The
arrays through are called transformation matrices. In
practice, these four arrays are identical; we identify them by
different names only in order to be able to distinguish them
in the text.

The indexes , , , and have the same range , denoting
the total number of orbitals. , where denotes
the number of occupied orbitals and denotes the number
of unoccupied (virtual) orbitals. Likewise, the index ranges
for , , , and are the same, and equal to . Typical values
for range from 10 to 300; the number of virtual orbitals
is usually between 50 and 1000.

The calculation of is done in four steps to reduce the
number of floating point operations from in the
initial formula (eight nested loops, for , , , , , , , and

) to

This operation-minimization transformation results in the
creation of three intermediate arrays

Assuming that the available memory on the machine run-
ning this calculation is less than (which for
and double precision arrays is about ), none of , ,

, , and can entirely fit in memory. Therefore, the in-
termediates , , and need to be written to disk once
they are produced, and read from disk before they are used in
the next step. Since none of these arrays can be fully stored
in memory, it may not be possible to perform all multiplica-
tion operations by reading each element of the input arrays
from disk only once. This could result in the disk I/O volume
being much larger than the total amount of data on disk.

Three different combinations of optimizations were
used to generate final concrete code, with explicit disk I/O
statements.

1) Fusion Optimized Tiling: The TCE loop fusion and
tiling optimizations were enabled [2], [35].

Table 1
Configuration of the System Whose I/O Characteristics Were
Studied

2) No Fusion,Optimized Tiling: Loop fusion was dis-
abled, but the TCE tiling optimization was enabled.

3) No Fusion, Standard Tiling: Loop fusion was dis-
abled; the tile sizes of all loops were standardized to
one-third of the fourth root of the memory size.

The sizes of the tensors used for the experiments were
and

. The performance of the generated
concrete code was measured on the Itanium 2 cluster at the
Ohio Supercomputer Center. Each node in the cluster has the
configuration shown in Table 1. Since not all of the physical
memory can be used for data, the memory limit for the op-
timizations was set to 2 GB. The TCE source code is shown
in Fig. 9; the generated code was compiled with the Intel Ita-
nium Fortran Compiler for Linux. Figs. 10(a), 10(b), and 11
show the generated codes for the above three combinations
of optimizations. The disk I/O statements in bold face have
redundant loop indexes surrounding them. A loop index is
redundant for a disk I/O statement if that loop does not index
the array being read or written.

As can be seen, the code with standard tiling has the most
redundant disk I/O. This is the state of the art for the code
generators currently used by chemists. Table 2 shows the disk
I/O times and total execution times of the generated code for
all three cases. Our combined fusion and tiling optimizations
result in code that has 80% less disk I/O than the code with
standard tiling.

X. RELATED WORK

Aspects of some of the important problems addressed
in the synthesis system such as operation minimization,
memory reduction, and locality optimization have also re-
ceived some attention in research on compiler optimizations.

Reduction of arithmetic operations has been tradition-
ally done by compilers using the technique of common
subexpression elimination. Much work has been done on
improving locality and parallelism by loop fusion [31], [46],
[64]. However, the synthesis system presented in this paper
considers a different use of loop fusion, which is to reduce
array sizes and memory usage of automatically synthesized
code containing nested loop structures. The contraction of
arrays into scalars through loop fusion is studied in [19] but
is motivated by data locality enhancement and not memory
reduction. Loop fusion in the context of delayed evaluation
of array expressions in APL programs is discussed in [21],
but their work is also not aimed at minimizing array sizes;
in addition, they consider loop fusion without considering
any loop reordering.

Some recent work has explored the use of loop fusion for
memory reduction for sequential execution. Strout et al. [70]
present a technique for determining the minimum amount of
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Fig. 9. TCE source code for four-index transform.

Fig. 10. Codes generated for cases 1 and 2.

memory required for executing a perfectly nested loop with a
set of constant-distance dependence vectors. Fraboulet et al.
[16] use loop alignment to reduce memory requirement be-
tween adjacent loops by formulating the one-dimensional
version of the problem as a network flow problem. Song [66]
and Song et al. [67], [68] present a different network flow
formulation of the memory reduction problem and they in-
clude a simple model of cache misses as well. However, they
do not consider the issue of trading off memory for recom-
putation. Pike and Hilfinger [56] apply tiling and fusion to
a set of consecutive perfectly nested loops (each containing
one statement) of the same nesting depth. Their work does
not apply to the class of loops with complex nestings that are

considered here. There has been some work in the area of de-
sign automation to estimate storage needed for a single per-
fectly nested loop or a sequence of such loops [5], [32], [60],
[61] and references therein. These techniques do not con-
sider tiling and they incur additional runtime memory man-
agement overhead.

Considerable research on loop transformations for lo-
cality in nested loops has been reported in the literature [12],
[44], [49], [73]. Nevertheless, a performance-model-driven
approach to the integrated use of loop fusion and loop tiling
for enhancing locality in imperfectly nested loops has not
been addressed in these works. Wolf et al. [74] consider the
integrated treatment of fusion and tiling only from the point
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Fig. 11. Code generated for case 3: no fusion, standard tiling.

Table 2
Total Disk I/O and Execution Times for Codes Generated for
all Three Cases

of view of enhancing locality and do not consider the impact
of the amount of required memory; the memory requirement
is a key issue for the problems considered in this paper.
Loop tiling for enhancing data locality has been studied
extensively [12], [33], [34], [59], [62], [65], [73], [74],
and analytic models of the impact of tiling on locality in
perfectly nested loops have been developed [20], [42], [52].
Frameworks for handling imperfectly nested loops have
been presented in [1], [45], and [65]. Ahmed et al. [1] have

developed a framework that embeds an arbitrary collection
of loops into an equivalent perfectly nested loop that can be
tiled; this allows a cleaner treatment of imperfectly nested
loops. Lim et al. [45] develop a framework based on affine
partitioning and blocking to reduce synchronization and
improve data locality. Specific issues of locality enhance-
ment, I/O placement and optimization, and automatic tile
size selection have not been addressed in the works that can
handle imperfectly nested loops [1], [45], [65].

The approach undertaken in this project bears similarities
to some projects in other domains, such as the SPIRAL
project, which is aimed at the design of a system to generate
efficient libraries for digital signal processing algorithms
[28], [53], [57], [75]. SPIRAL generates efficient imple-
mentations of algorithms expressed in a domain-specific
language called SPL by a systematic search through the
space of possible implementations.

Other efforts in automatically generating efficient imple-
mentations of programs include FFTW [17], [18], the tele-
scoping languages project [29], [30], ATLAS [13], [72] for
deriving efficient implementation of BLAS routines, and the
PHIPAC [3] project. All these efforts use search-based ap-
proaches for performance tuning of codes. A comparison of
model-based and search-based approaches for matrix-matrix
multiplication is reported in [77] and [78]. In addition, mo-
tivated by the difficulty of detecting and optimizing matrix
operations hidden in array subscript expressions within loop
nests, several projects have worked on efficient code genera-
tion from high-level languages such as MATLAB and Maple
[6], [14], [48], [50], [51].

While our effort shares some common goals with several
of the projects mentioned above, there are also significant
differences. Some of the optimizations we consider, such
as the algebraic optimizations, memory minimization, and
space–time tradeoffs, do not appear to have been previ-
ously explored, to the best of our knowledge. We also
take advantage of certain domain-specific properties of the
computations; for example, since all expressions considered
in this framework are tensor contractions, the loops of the
resulting code are fully permutable, and there are no depen-
dencies preventing fusion. This observation is crucial for the
optimization algorithms of several components (memory
minimization, space–time transformation, data locality).
Also, some of the multidimensional arrays involved in the
computation have certain domain-specific symmetry prop-
erties that can be exploited in order to lower the number of
arithmetic operations, and, thus, total execution time.

While optimization of performance is a significant goal,
more important in our context is the potential for dra-
matically reducing the developmental effort required of a
quantum chemist to develop a new ab initio computational
model. Currently, the manual development and testing of a
reasonably efficient parallel code for a computational model
such as the coupled cluster model typically takes many
months of tedious effort for a computational chemist. We
aim to reduce the time to prototype a new model to under a
day, through use of the synthesis system.
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Table 3
Current Capabilities of the Prototype and Optimizing Tensor Contraction Engines

XI. DOMAIN-SPECIFIC ISSUES IN OPTIMIZATION

One of the most challenging issues in this work has been
the integration of optimizations which arise from the chem-
istry and physics of the particular class of problems we are
targeting with the more general optimizations typical of op-
timizing compilers, which has been the primary focus of the
paper to this point. Clearly presence of domain-specific op-
timizations reduces the generality of the code synthesis en-
vironment, and limits its extensibility to other problems and
domains.

Such domain-specific issues arise in a number of forms. In
some cases, the search space for a given optimization is too
large to examine exhaustively in a reasonable time, so heuris-
tics which encapsulate the experience of the chemist can be
valuable to help restrict the search space. One example of this
approach, which we are currently investigating, is the task
of common subexpression elimination across multiple tensor
contraction expressions in order to find intermediates that can
be evaluated and reused in numerous places. An experienced
quantum chemist knows from experience that certain pair-
ings of tensors are more likely than others to yield useful
factorizations. This is a case where chemistry-based heuris-
tics can be isolated into a particular optimization module, and
so do not limit the extensibility of the environment (in so far
as the module can be replaced with another appropriate to a
new problem or domain).

On the other hand, there are domain-specific issues that cut
across many modules. For example, the prior discussion of
tensors and tensor contractions did not include the fact that
the tensors in this particular class of problems have a number
of symmetry properties which must be utilized in order to
generate the most efficient possible code.

• Permutational symmetry: tensors may be symmetric or
antisymmetric on the interchange of certain indexes.
As the multidimensional generalization of (anti-)sym-
metric matrices, this defines equivalences (within a
sign) for certain portions of the tensor. Permutational
symmetries are associated with the particular type of
tensor, and the formulation of the quantum chemical
method.

• Spatial symmetry: tensors also reflect geometric sym-
metry properties of the molecule on which the cal-
culation is being performed (for example, in benzene
C H , all six carbon atoms are equivalent, as are

all six hydrogen atoms). Spatial symmetry gives ten-
sors a block structure in each index and allows the
problem to be reduced to only the symmetry-unique
blocks. The specifics of the number and sizes of such
symmetry blocks are clearly specific to the molecule
being studied, and so are only known at run time.

• Spin symmetry: is associated with the quantum me-
chanical spin of the electrons. Electronic structure cal-
culations are typically formulated so that electron spin
is among the slowest changing variables in the nested
loop structure that drives these the calculations. So spin
symmetries typically lead to very large blocks of ten-
sors being hard zeros; there are few enough nonzero
blocks that each combination of spins is often imple-
mented in a separate tensor object.

All of these symmetries affect the detailed structure of the
tensors, their natural block structure, and number of unique
elements. Clearly this has a significant impact on code gen-
eration, but it can also factor into the optimizations them-
selves. For example, permutational symmetries affect where
loop fusions can be effectively applied, and spatial symmetry
constrains tile sizes for space–time tradeoffs and data locality
optimization.

Another domain-specific factor that enters into the
problem pertains to the formulation of the quantum chemical
method. Historically, most methods in quantum chemistry
have been expressed in the MO basis, which has certain
implications on the structure and sparsity of the tensors.
More recently, there is increasing use of an alternative
“local/AO” based formulation, in an attempt to produce im-
plementations with better computational scaling properties
(the two approaches are often mixed in different parts of the
quantum chemical method). For example, in the traditional
MO formulation, most of the tensors are relatively dense,
while in the AO formulation, a rank-4 tensor of total size

might have just nonzero elements for large
molecules, with a rather different blocking pattern than in
the MO approach. Though it might have been different 10 or
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15 years ago, today it is not reasonable to develop a general
purpose code synthesis capability in this domain without the
ability to handle both MO and AO-based approaches with
good efficiency.

Our approach to dealing with domain-specific optimiza-
tion issues has been twofold. A “prototype” TCE has been
developed [25], [26], which focuses on systematizing and
automating the approach a chemist might take in writing
the code by hand. Concurrently, we are working on imple-
menting an “optimizing” TCE which starts from a relatively
domain-independent computer science base. In addition to
being extremely functional in its own right, the prototype
TCE augments discussions between the chemists and com-
puter scientists on the team by allowing us to look at concrete
implementations of code generation tools from the chemists’
viewpoint. Once the domain-specific optimizations are un-
derstood in situ, we can more easily move to integrate them
into the optimizing TCE, while retaining as much generality
as possible. We have worked through this process for the
tensor symmetries mentioned above, and appropriate modifi-
cations are now being incorporated into the optimizing TCE.
The prototype TCE is now capable of generating code for
AO-based approaches, and this will be the next domain-spe-
cific optimization to be integrated into the optimizing TCE.

XII. CURRENT STATUS

Both the prototype and optimizing TCE tools are capable
of generating both sequential and parallel code for a wide
range of electronic structure methods in the target domain.
Table 3 summarizes the current capabilities of both tools.

The prototype TCE has been particularly valuable, having
been used already to implement more than 20 different
methods in the coupled cluster family, many of which re-
ceived their first ever parallel implementation in this way.
These new capabilities have been integrated with, and are
distributed as part of the NWChem version 4.5 [23] and
UTCHEM 2003 [76] computational chemistry packages and
have enabled benchmark quantum chemical applications
that were not possible before the development of the TCE
[27].
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