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ABSTRACT

With the growing number of wireless and mobile devices ingrained into our daily lives, more and more people are interacting with online services that adopt recommender systems to suggest movies, news and points of interest. The private demographics of users such as age and gender in online recommender systems are very useful for many applications such as personalized ads, social study and marketing. However, users do not always provide details in their online profiles due to privacy concern. Most existing approaches can infer user private attributes based on sufficient interaction history but could fail for new users with few ratings. In this paper, we present a novel preference elicitation method, with which a recommender system asks cold-start users to rate selected items adaptively and infer the demographics rapidly via a few interactions. Specifically, latent user profiles are learned across the tasks of demographic inference and rating prediction simultaneously, which enables knowledge transfer through the two related tasks and improves the prediction accuracy for both tasks. The proposed method can also facilitate the understanding of the tradeoff between user privacy and the utility of personalization. Experimental results on real-world datasets demonstrate the performance of the proposed method in terms of the accuracy of both demographics inference and rating prediction.

CCS CONCEPTS

- Information systems → Personalization;  
- Security and privacy → Web application security;
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1 INTRODUCTION

A user browses news at an airport, watches a movie in a cafe, and looks for a restaurant or a tourist attraction in a city. Mobile devices coupled with recommender systems have emerged as key tools for personalized information access and have enabled significant business applications such as mobile tourism [2, 4, 27, 30]. User demographics such as their age, gender and ethnicity information can improve recommendations and enable other richer services such as targeted advertisement and marketing. A recommender system may explicitly solicit user demographics through user registration. However, online users do not always provide such information due to privacy concern [3]. On the other hand, user interactions such as ratings in recommender systems may provide an alternative way to infer demographic information. For example, a Netflix user who likes romance comedy and child-friendly movies may indicate that she is a mom. Existing approaches largely depend on sufficient interaction history, they could fail for new users with few interactions [10, 23, 26].

A natural approach to circumvent cold-start scenario is to elicit new users’ responses to a few selected questions and refine the estimation of user private attributes progressively. A lengthy exploration is intimidating, which may cause users to abandon the system at the very beginning. An adaptive process that queries users based on the previous responses is found to be more effective and variations of decision tree models [8] work well for this purpose. For example, a system queries new users “Do you like Sense and Sensibility?” Based on the answers, the users are then directed to one of the subtrees each of which is associated with another question. The system gradually refines the estimation of user profiles with higher confidence. Note that the primary goal of most web services is to attract and retain users, and thus the items selected to ask should be sufficient for both estimating user private attributes and improving recommendation accuracy at the same time.

In this paper, we propose a novel preference elicitation method for new users, which learns the tasks of both demographic inference and rating prediction in a single framework. Specifically, a decision tree with each node corresponding to a query item is constructed. Latent user profiles are learned across the tasks of demographic inference and rating prediction simultaneously at each node, which enables knowledge transfer through the two related
An iterative optimization algorithm is proposed to alternate between decision tree learning and latent profile construction. In addition, the similarity between different items is better captured in a lower dimensional-space based on lower-rank matrix factorization. As a result, the items selected to query users are more effective in improving both recommendation and demographic inference accuracy. Experimental results on three benchmark datasets including the Flixster dataset, the MovieLens dataset and the Bookcrossing dataset demonstrate that the proposed method outperforms existing ones in cold-start recommendations.

The potential success of demographic inference for new users have positive impacts on not only recommender systems but also end users. In particular, if new users are aware of the type of privacy threats, they can learn to control the amount of information to release to better balance between preserving privacy and gaining personalized information. We also discuss the tradeoff between user privacy and the utility of personalization. The former is captured by the prediction accuracy of demographics and the latter is captured by the recommendation accuracy.

Our contributions are two folds: (1) we propose a novel and effective method to simultaneously infer private information and enhance user preference prediction for cold-start users, which is critical for recommender systems. (2) The proposed method can help new users to preserve their privacy by not giving answers to certain questions while enjoying some benefits from personalization.

2 RELATED WORK
There has been extensive studies on demographic inference from various online human activities. Studies including [18] demonstrate that it is possible to infer private user attributes from online social networks given a small fraction of users who are willing to provide their private attributes such as location and interests. A variety of online activities are examined for demographic inference such as friendship on Facebook [15, 31], search queries [6], linguistic features of tweets [20, 22], and location check-ins [32].

Accurate demographic inference in recommender systems is challenging since most of the user information such as ratings is not as informative as activity information in Facebook, Twitter and LinkedIn. Until recently, studies such as [5, 29] make the first attempt and suggest that it is possible to infer user gender with as high as 80% accuracy given sufficient user ratings in recommender systems. Studies including [5, 9, 21, 29] also explore different ways to perturb user generated contents such as ratings and locations to prevent from private information leakage from the online security point of view.

The major difficulty in recommender systems is that the demographic prediction accuracy is affected by data sparsity since most users only provide a few ratings. Several studies [23, 24] focus on preference elicitation to improve rating prediction accuracy through an interview process using a static set of questions. Approaches such as [10, 24, 28, 33] explore variations of decision tree models to adaptively select items to query. Active learning methods [5, 7, 11–13] select questions to query users adaptively. However, these methods usually involve computationally expensive optimization procedures, which are not feasible for online user interactions. Our work focuses on an effective and efficient cold-start recommendation method for both demographic inference and item recommendation.

Matrix factorization methods [14, 16, 17, 25] popularized by the Netflix competition winner [14] have been used to predict user ratings. Those methods seek to map users and items in a low-dimensional space to capture the intrinsic similarities. Content-based models such as [1, 26] utilize item features such as movie genre, directors and actors for cold-start recommendations. Our model is solely based on ratings and we adopt the latent factor based method for rating and demographic prediction.

3 MODEL
We describe the demographic inference model in the context of cold-start recommendation. We propose to construct an efficient rating elicitation process by exploring both demographics and ratings of warm-users in the training dataset. Our goal is to learn latent user profiles to best estimate both demographics and ratings. As described in Figure 1, the recommender system constructs a model to query users for better inferring private attributes based on training user data. At the visits of new users, the recommender system infers their demographic type and makes recommendations based on their answers to queries.

3.1 Simultaneous Rating Prediction and Demographic Inference
In cold-start scenario, the system queries the user’s rating on several selected items and constructs a rough user profile, which is then used to predict ratings for other items and at the same time to infer demographics. We propose to model the user profile as a function of user responses to the questions formed in the decision tree. Assume that there are n possible items to ask and each response takes a value in the set \{1, –1, 0\} corresponding to like, dislike and unknown, respectively. Let \(x_i\) be the response of user \(i\), which is an \(n\)-dimensional vector. Let \(T\) denote the function mapping the user response \(x_i\) to the user profile that is \(u_i = T(x_i)\). We also assume that there exists latent item features and denote each item feature by \(v_j\) for item \(j\).
For rating prediction, we assume that the rating \( r \) given user and item profiles follows a Gaussian distribution, that is:

\[
p(r_{ij}|u_i, v_j, \sigma^2) = \mathcal{N}(v_j^T u_i, \sigma^2).
\]  

(1)

Similarly, we can assume priors on user and item profiles. For example, \( p(v_j|\sigma_j^2) = \mathcal{N}(v_j|0, \sigma_j^2) \).

For demographic prediction, we assume that the demographic label \( y \) such as age or gender follows some distribution

\[
y_i \in p(y_i|\theta^T u_i),
\]  

(2)

where \( \theta \) is the regressor for continuous label prediction or the classifier for discrete label prediction.

Given observed ratings \( O = \{(i, j) | r_{ij} \text{ is observed}\} \) and demographic information \( S = \{i | y_i \text{ is observed}\} \), where \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, n \), our goal is to learn the function \( T \), item profile \( v_j \) for each item \( j \), and the regressor \( \theta \) to minimize the negative log posterior of the model, which is equivalent to the following objective:

\[
\min_{T, v, \theta} \lambda_r \sum_{(i, j) \in O} \ell_r(r_{ij}, T(x_j)^T v_j) + \lambda_s \sum_{i \in S} \ell_s(y_i, T(x_i)^T \theta) \\
+ \lambda_c ||V||^2 + \lambda_\theta ||\theta||^2,
\]  

(3)

where \( \ell_r(\cdot, \cdot) \) and \( \ell_s(\cdot, \cdot) \) denote the loss functions for ratings and demographic information respectively, and \( \lambda_r \) and \( \lambda_s \) are weights.

The two last parameters \( \lambda_c \) and \( \lambda_\theta \) are regularization terms for \( V = [v_1, v_2, \ldots, v_n] \), a matrix containing all item profiles \( v_j \), and \( \theta \) is the regressor. For simplicity, we name \( \theta \) the regressor, which actually means the classifier in the case of discrete variable prediction. Specifically, the probability model of rating \( r_{ij} \) and demographic information \( y_i \) is encoded through the choice of loss functions. Similarly, the prior over parameters \( \sigma \) and \( \theta \) can also be translated into the regularization penalties.

We assume that the rating is continuous, i.e., \( r_{ij} \in \mathbb{R} \), while the demographics can be continuous, i.e., \( a \in \mathbb{R} \) such as the age, or binary, i.e., \( a \in \{0, 1\} \) such as the gender. For a continuous variable, the loss function represents least mean square error, that is

\[
\ell(y, \hat{y}) = (y - \hat{y})^2.
\]  

(4)

For binary variable, the choice of loss function can be the logistic regression error or least mean square error, that is

\[
\ell(y, \hat{y}) = (1 - y\hat{y})^2.
\]  

(5)

### 3.2 Alternative Optimization

The parameters in the objective function defined in equation (3) are learned through an alternative optimization following the two steps:

1. Given item profile \( V \) and regressor \( \theta \), a decision tree \( T \) is learned such that:

\[
\min_T \lambda_r \sum_{(i, j) \in O} \ell_r(r_{ij}, T(x_j)^T v_j) + \lambda_s \sum_{i \in S} \ell_s(y_i, T(x_i)^T \theta).
\]  

(6)

2. Given \( T(x) \), variables \( v_j \) and \( \theta \) are learned such that

\[
\min_V \sum_{(i, j) \in O} \ell_r(r_{ij}, T(x_j)^T v_j) + \lambda_c ||V||^2,
\]  

(7)

\[
\min_\theta \sum_{i \in S} \ell_s(y_i, T(x_i)^T \theta) + \lambda_\theta ||\theta||^2.
\]  

(8)

The item profile \( v_j \) and the regressor \( \theta \) can be initialized randomly.

Another option for item profile initialization is through matrix factorization method such as [17] using training data. Given the decision tree \( T \), a closed-form solution for the item profiles \( v_j (j = 1, 2, \ldots, n) \) exists:

\[
v_j = \left( \sum_{(i, j) \in O} T(x_i)T(x_i)^T + \lambda_c I \right)^{-1} \left( \sum_{(i, j) \in O} r_{ij} T(x_i) \right).
\]  

(9)

The regressor \( \theta \) can be generally solved through gradient descent and updated as \( \theta = \theta - \delta \Delta \theta \) where \( \delta \) is the learning rate and \( \Delta \theta \) is:

\[
\Delta \theta = \sum_{i \in S} \ell_s'(y_i, \hat{y}_i) T(x_i) + \lambda_\theta w,
\]  

(10)

where \( \hat{y}_i = T(x_i)^T \theta \) consists of previous estimations.

The major challenge is that the number of possible items to query is very large, e.g., \( n = 10^3 \) in a movie recommender system. It is therefore computational prohibitive to search over all possible trees in order to get a global optimal solution to equation (6). We propose an efficient greedy algorithm to find an approximation.

### 3.3 Decision Tree Construction

Compared with classification and regression loss in traditional decision tree algorithms such as C4.5 and CART [8], our objective is to minimize the loss of both rating prediction and demographic inference as defined in equation (6). The decision tree is constructed in a top-down approach using training user data to minimize the loss recursively. A ternary decision tree to represent the mapping function \( T \) is suggested in previous work [10] to account for a large portion of users with no explicit responses.

Specifically, for each node in the decision tree, the best set of questions are learned by optimizing the objective defined in equation (6). Users are then split into three subsets \( L, D, \) and \( U \) according to the responses to those questions. The procedure is recursive until the decision tree grows to a certain depth. Starting from the root, given an item \( j \) to query, users are divided into three groups \( L, D, \) and \( U \) if the response value is \( x_{ij} = 1, -1 \) corresponding to “like”, “dislike” and “unknown”. Generally, more than one item can be selected at each node to minimize user cognitive burden as suggested in [28]. In such cases, we assign each item with a weight and denote the \( n \)-dimensional weight vector by \( w \), which defines a hyperplane to partition user responses into different groups. Users at the current node are split into group \( L \) if the answer \( x_{ij}^T w \) is positive, group \( D \) if \( x_{ij}^T w \) is negative, or group \( U \) when none of the questions are answered. To find the weight vector \( w \) that leads to the best split, we minimize the following function:
where $\hat{\lambda}$, $u_D$ and $u_U$ are the optimal user profiles at child nodes $L$, $D$ and $U$. In addition, $||w||_0$ is the number of non-zeros and the constraint $||w||_0 \leq I$ determines that the number should be no greater than $I$. For simplicity, we assume one item to ask at each node, that is $I = 1$. We set all except the $j$th entry in weight vector $w$ to 0. The problem boils down to finding the best single item to split users so as to minimize prediction loss. However, our framework can be easily generalized to multi-item split by adopting existing techniques as described in [28].

The optimal profiles $u_L$, $u_D$ and $u_U$ are the ones to minimize prediction loss in each child. Specifically, the profile $u_L$ in group $L$ is solved by:

$$
\min_w \lambda_r \sum_{i \in L(w)} \sum_{(i,j) \in O} \ell_r(r_{ij}, u_L^T v_j) + \lambda_s \sum_{i \in L(w)} \ell_s(y_i, u_L^T \theta) + \lambda_u \sum_{(i,j) \in O} \ell_u(y_i, u_L^T \theta) + \lambda_u \|u - u_p\|^2,
$$

(11)

where $\lambda_u$ is a regularization parameter for user profile $u$ at the current node so that the profile is regularized towards $u_p$ to avoid overfitting. The user profile $u$ can be generally solved through gradient decent and updated as $u = u - \delta u$ where $\delta$ is the learning rate and $\Delta u$ is:

$$
\Delta u = \lambda_r \sum_{i \in L(w)} \sum_{(i,j) \in O} \ell_r(r_{ij}, \hat{r}_{ij}) v_j + \lambda_s \sum_{i \in L(w)} \ell_s(y_i, \hat{y}_i) \theta + \lambda_u (u - u_p),
$$

(13)

where $r_{ij} = u^T v_j$ and $\hat{y}_i = u^T \theta$ are previous estimations.

Specifically, for predicting both ratings and demographics such as age, we adopt least mean square error ($L_2$) as the loss function. In such cases, the user profile has a closed-form solution:

$$
u_L = \left( \lambda_r \sum_{i \in L(w)} \sum_{(i,j) \in O} v_j u_j^T + \lambda_s \sum_{i \in L(w)} \theta \theta^T + \lambda_u I \right)^{-1} \left( \lambda_r \sum_{i \in L(w)} \sum_{(i,j) \in O} r_{ij} v_j + \lambda_s \sum_{i \in L(w)} y_i \theta + \lambda_u u_p \right).
$$

(14)

The profiles $u_D$ and $u_U$ for the other two children can be computed in a similar way. In summary, we iterate over possible items and select the best one according to (11) for single-item split at each node. While for multi-item split, we alternatively optimize (11) using techniques as suggested in [28] and (12) until convergence. After the current node is constructed, we recursively construct its child nodes in a similar way.

### 3.4 Computational Complexity

We summarize the algorithm in Algorithms 1 and 2. For the tree construction, at each node, the complexity to compute latent profiles $u_L$, $u_D$ and $u_U$ for each possible split is $O(nk^2 + k^3)$ including inversing a square matrix of size $k$. There are totally $n$ possible splits since we consider one item to query at each node. Using a similar analysis in [33], the time complexity of preparing matrix coefficients for all possible splits is $\sum_{i=1}^m \epsilon_i^2$ at each tree level, where $|\epsilon_i|$ is the number of ratings of user $i$ and $m$ is the number of users. The complexity for building the whole tree is $O(d \sum_{i=1}^m \epsilon_i^2 + \beta nk^3 + \beta n k^2)$, where $d$ is the depth of the tree and $\beta$ is the total number of nodes in the decision tree. Usually, smaller parameter values for $k$ and $d$ are sufficient for good model performance. For example, the tree depth $d$ is around 8 and $k$ usually ranges from 10 to 20. The computational complexity for equation (9) is $O(nk^3 + n(O^2/k^2))$ where $|O^2|$ is the number of users who rate item $j$. Similarly, the complexity for updating the regressor $\theta$ is $O(k^2 + mk^2)$ with choices of loss functions in equation (4) and (5). The alternative optimization usually converges in a few iterations.

#### Algorithm 1 Alternative Optimization

**Require:** The training data $R = r_{ij}|(i,j) \in O, Y = y_i \in S.$

**Ensure:** Estimate decision tree $T$, item profile $v_j$ $(j = 1, 2, \ldots, n)$, and regressor $\theta$.

1. Initialize $v_j$ $(j = 1, 2, \ldots, n)$ using [17].
2. Initialize $\theta$ randomly.
3. **while** not converge **do**
   4. Learn a decision tree $T$ as in Algorithm 2.
   5. Update $v_j$ by Equation (9).
   6. Update $\theta$ by Equation (10).
4. **end while**
6. return $T$, $v_j$ $(j = 1, 2, \ldots, n)$ and $\theta$.

#### Algorithm 2 Greedy Tree Construction

1. **function** FitTree($A$)
2. Compute $u_L$, $u_D$ and $u_U$ using Equation (12).
3. Find the best split item or item set in Equation (11) using [28].
4. Split users into three groups $L(w)$, $D(w)$ and $U(w)$.
5. if square error reduces after split **and** depth < maxDepth
   6. call FitTree($L(w)$), FitTree($D(w)$) and FitTree($U(w)$) to construct subtrees.
5. **end if**
6. return $T$ with $T(x)$
7. **end function**

### 4 EXPERIMENTS

In the experiments, we would like to demonstrate that our multi-task model is effective in improving the prediction accuracy of both demographic inference and item recommendation with only a few sets of selected questions for cold-start users. We further discuss
the tradeoff between user privacy and the utility of personalization, where the former is captured by the prediction accuracy of demographics and the latter is captured by the recommendation accuracy. The estimation framework is examined on three movie recommendation datasets: MovieLens, Flixster and Bookcrossing.

### 4.1 Experiment Setting

We evaluate the performance of our multi-task model in a cold-start setting. For each dataset, users are randomly split into a training set and a test set with 80%/20% ratio, respectively. The users in the training set are assumed to be warm-start users and their ratings and demographic information are visible to the system. Our model is learned and the set of items are constructed as the probing questions based on training data. In contrast, the users in the test set are assumed to be cold-start users. Their ratings are further split into two disjoint sets: answer and evaluation sets that contain 80% and 20% ratings. We use the answer set to simulate cold-start user responses in the rating elicitation process. We use the evaluation set to evaluate the rating prediction accuracy for withheld items. Meanwhile, the demographic information of each user in the test set can be used to evaluate the demographic prediction accuracy. The evaluation process is summarized in Figure 1.

In the rating elicitation process, we select items to query user responses. For simplicity, we ask for user binary responses and the question is in the form "Do you like movie \texttt{first date}?" Following the classic settings [10, 24, 33], we simulate test user responses as the following: the response is "like" if a user’s rating is larger than 3 and "dislike" otherwise. The response is "unknown" if no rating is observed.

We seek to answer the following questions:

1. Does the proposed algorithm outperform baselines in terms of the demographic prediction accuracy with respect to the number of query items?
2. Does the multi-task model also enhance the recommendation accuracy?
3. How many items to query are sufficient for demographic inference? What is the tradeoff between user privacy and the utility of personalization?

### 4.2 Dataset and Evaluation Metrics

The MovieLens dataset contains about 3,900 movies, 6,040 users and about 1 million ratings. In this dataset, about 4% of the user-movie interactions are observed and each user rates at least 20 movies. The ratings are integers ranging from 1 (dislike) to 5 (like). For the Flixster dataset, we select users with at least 20 ratings and movies with at least 60 ratings, which results in a subset of ratings for 5,795 movies by 23,488 users. The ratings are from 1 to 5. The Bookcrossing data is the most sparse dataset, with about 0.2% rating density. We select users with at least 20 ratings and movies with at least 4 ratings and obtain a subset of ratings for 34,963 movies by 5,411 users. The ratings are from 1 to 10 and we normalize the ratings to 1 to 5 in the same scale as the other two datasets for comparison. In terms of demographic information, the MovieLens dataset has gender and discrete age labels. The Flixster dataset has gender and continuous age labels. Both datasets have imbalanced gender distribution. There are about 71% males in MovieLens users and about 43% males in Flixster users. The Bookcrossing dataset has only continuous age labels. The mean age for Flixster and Bookcrossing are 24 and 35, respectively. In our experiments, we choose age regression tasks using Flixster and Bookcrossing data. We also choose Flixster and MovieLens for gender classification. For all three datasets, we compare the rating prediction accuracy. The details of each dataset are shown in Table 1.

The rating prediction performance is evaluated with the root mean square error (RMSE). For age regression, we use standard mean absolute error (MAE), rooted mean squared error (RMSE) and mean absolute percentage error (MAPE). The MAE measures the average of the absolute errors in test sets and the individual differences of each test data are weighted equally in the average. The RMSE measures the root squared error between truth and predicted values and then averaged over the samples. This means that the RMSE is most powerful to measure particularly undesirable large errors. The MAPE is more readable across different datasets. For gender classification, we use precision, recall and f-score to measure the performance for imbalanced binary classes.

### 4.3 Prediction Accuracy of User Demographics

In this section, we evaluate the performance of our multi-task model in terms of demographic prediction accuracy in cold-start settings to answer the first question in Section 4.1. We compare our model "TreeMulti" with 4 baseline methods named as "Mean", "Variance", "Weight", and "TreeSingle". The baseline "Mean" selects the top \(i\) items to query based on the mean ratings in the training dataset. The items with higher mean values indicate the "goodness". On the other hand, the baseline "Variance" picks the top ones with highest rating variance across users [24]. The third one "Weight" [29] first trains a regressor toward age using ratings in the training dataset and picks the item whose corresponding regression coefficient has highest absolute values. The last one "TreeSingle" [8] is single-task decision tree model to predict demographics from ratings.

Figure 2 compares the prediction accuracy of our model with baselines for age regression on two datasets. The first row of Figure 2 compares the performance on dataset Flixster. For all models, the age prediction error measured in MAE and RMSE decreases when the number of questions increases. Our model "TreeMulti" performs better than "TreeSingle" since the latent user profiles are learned through related tasks. Both tree models have big advantages over others especially within the first several questions. Specifically, our model achieves almost the same prediction accuracy within 5 questions as compared to 20 for others. Within 5 questions, we can predict age accuracy with MAE of 5 years, which is great considering a large range of users and sparse user responses. The model "Weight" also performs better than others.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Items</th>
<th>Ratings</th>
<th>Gender</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>6,040</td>
<td>3,952</td>
<td>1,000,209</td>
<td>71%/29%</td>
<td>NA</td>
</tr>
<tr>
<td>Flixster</td>
<td>23,488</td>
<td>5,795</td>
<td>5,625,681</td>
<td>43%/57%</td>
<td>24</td>
</tr>
<tr>
<td>Bookcrossing</td>
<td>5,411</td>
<td>34,963</td>
<td>384,888</td>
<td>NA</td>
<td>35</td>
</tr>
</tbody>
</table>

**Table 1: Dataset description.**
Table 2: Rating prediction error (RMSE) for cold-start users with respect to the number of query items on Datasets MovieLens, Flixster and Bookcrossing.

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>n = 2</th>
<th>n = 3</th>
<th>n = 4</th>
<th>n = 5</th>
<th>n = 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie</td>
<td>TreeMulti</td>
<td>0.9247</td>
<td>0.9236</td>
<td>0.9226</td>
<td>0.9209</td>
<td>0.9212</td>
</tr>
<tr>
<td></td>
<td>fMF</td>
<td>0.9310</td>
<td>0.9302</td>
<td>0.9282</td>
<td>0.9264</td>
<td>0.9241</td>
</tr>
<tr>
<td></td>
<td>TreeMean</td>
<td>0.9447</td>
<td>0.9364</td>
<td>0.9320</td>
<td>0.9305</td>
<td>0.9302</td>
</tr>
<tr>
<td>Flixster</td>
<td>TreeMulti</td>
<td>0.8954</td>
<td>0.8946</td>
<td>0.8940</td>
<td>0.8939</td>
<td>0.8934</td>
</tr>
<tr>
<td></td>
<td>fMF</td>
<td>0.9067</td>
<td>0.9050</td>
<td>0.9049</td>
<td>0.9048</td>
<td>0.9048</td>
</tr>
<tr>
<td></td>
<td>TreeMean</td>
<td>0.9091</td>
<td>0.9089</td>
<td>0.9087</td>
<td>0.9085</td>
<td>0.9084</td>
</tr>
<tr>
<td>Book</td>
<td>TreeMulti</td>
<td>1.3462</td>
<td>1.3414</td>
<td>1.3383</td>
<td>1.3364</td>
<td>1.3356</td>
</tr>
<tr>
<td></td>
<td>fMF</td>
<td>1.4094</td>
<td>1.4097</td>
<td>1.4040</td>
<td>1.4007</td>
<td>1.3938</td>
</tr>
<tr>
<td></td>
<td>TreeMean</td>
<td>1.4865</td>
<td>1.4685</td>
<td>1.4605</td>
<td>1.4594</td>
<td>1.4590</td>
</tr>
</tbody>
</table>

Table 3: Examples of rating querying using MovieLens. The predicted gender for the case is Female.

<table>
<thead>
<tr>
<th>No. Query Items</th>
<th>Query</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Terminator 2</td>
<td>Unknown</td>
</tr>
<tr>
<td>2</td>
<td>Sense and Sensibility</td>
<td>Like</td>
</tr>
<tr>
<td>3</td>
<td>Groundhog Day</td>
<td>Like</td>
</tr>
</tbody>
</table>

in this sense and the model “Variance” performs only a little better than “Mean”, which is reasonable since items with high means cannot help differentiating user types.

In the second row in Figure 2, we compare performance on dataset Bookcrossing and we see similar trends. Overall, the dataset Bookcrossing is more challenging for prediction than Flixster since the training set is extremely sparse with a rating density of around 0.2%. Our model “TreeMulti” still performs better than others with no major differences among the others.

Figure 3 compares the prediction accuracy of our model with several standard baselines for gender classification on datasets Flixster and MovieLens. The first row of Figure 3 compares the performance on dataset Flixter. For all methods, the gender prediction accuracy measured in precision, recall and f-score increase as more questions have been asked in general. The only exception is that method “Mean” decreases with more questions in precision metric. Our model “TreeMulti” has a big advantage over others. Specifically, the prediction accuracy (f-score) of our model increases fastly from 3 to 5 questions and changes smoothly from 5 to 7 questions. The model “Weight” also performs better than others, followed by the model “Variance”. Model “Mean” is the worst. The second row in Figure 3 compares gender classification performance on dataset MovieLens. Overall, the performance on MovieLens is better than Flixter. Our model “TreeMulti” performs better than others.

4.4 Recommendation Accuracy

We now evaluate our multi-task model in terms of rating prediction to answer the second question in Section 4.1. We compare our model with two state-of-the-art baselines. One is the bootstrapping tree model [10], denoted as “TreeMean”, which predicts user-item ratings using the mean ratings at each node. The other is the strongest decision tree with matrix factorization, denoted as “fMF” [33]. The model estimates user/item profiles as latent factors and learns the profiles through matrix factorization. Our proposed algorithm differs from others in that it integrates both rating and user demographics through shared user profile learning, and thus enhances prediction accuracy.

For all three types of trees, we set the same maximum depth and regularization parameter $\lambda = 0.01$ for user and item profiles. We apply 5-fold cross validation to determine other parameters such as latent dimensions. The results on MovieLens, Flixter and Bookcrossing datasets are reported in Table 2. First of all, for all three models, the performance improves as the number of questions increases. The three algorithms generally are capable of refining user preference via adaptive rating elicitation for tackling cold-start problems. For all models, we can see that our “TreeMulti” model consistently outperforms others in all the three datasets.

In Tables 3 and 4, we present the query questions in user sessions using MovieLens dataset as well as the top-5 recommendations for them after the sessions. We can see that the recommended movies are quite related to the movies that the users liked based on their genre. In addition, the users who like romance or family movies more than drama or action movies are likely to be female. Those results illustrate that the elicitation process is reasonable.

4.5 Tradeoff between Privacy and Personalization

Experiments on three datasets MovieLens, Flixster and Bookcrossing show that our proposed method is sufficient to predict new user demographics using labeled training data from users who share private information. In particular, a recommender system can infer a new user’s gender with 69% accuracy using as few as 10 selected queries. The result is promising given the fact that the reported gender accuracy for users with full rating history is 80% [29]. In addition, the prediction error of a new user’s age in Flixster is smaller than “Mean”, which is reasonable since items with high means are more likely to be female.

In general, the more a user interacts with a recommender system, the more privacy threats the user is exposed to. However, the user will also gain more from personalized service. The experiment results from our proposed method show that favorable tradeoff for new users can be established. For example, as illustrated in Figure 3 and Table 2, a MovieLens user may choose to answer the first 3 questions and withhold the answers to the rest questions. As a result, the gender prediction accuracy will decrease from 69% to 64% with 7% reduction. Meanwhile, the recommendation error will change from 0.9209 to 0.9236 with only 0.3% increment. The experiments confirm that it is possible for new users to preserve their privacy by not giving answers to certain questions while still benefiting from personalization.
Figure 2: The age prediction metrics MAE and RMSE with respect to number of questions on two datasets Flixster (top row) and Bookcrossing (bottom row). For all models, the prediction error decreases as the number of questions increases. It shows that our methods “TreeMulti” performs better than baselines for both datasets.

Figure 3: The gender prediction metrics precision, recall and fscore with respect to number of questions on datasets Flixster (top row) and MovieLens (bottom row). For all methods, the prediction accuracy increases as the number of questions increases. It shows that our method “TreeMulti” performs better than baselines for both datasets.
Table 4: Examples of rating querying using MovieLens. The predicted gender for the case is Male.

<table>
<thead>
<tr>
<th>No. Query Items</th>
<th>Query Title</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Terminator 2</td>
<td>Like</td>
</tr>
<tr>
<td>2</td>
<td>Dangerous Liaisons</td>
<td>Unknown</td>
</tr>
<tr>
<td>3</td>
<td>Independence Day</td>
<td>Like</td>
</tr>
<tr>
<td>4</td>
<td>Peter Pan</td>
<td>Dislike</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Movie Title</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The Matrix</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Star Wars: Episode IV</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Raiders of the Lost Ark</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>The Shawshank Redemption</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Die Hard</td>
<td></td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

We proposed a novel and effective method to simultaneously infer private information and enhance user preference prediction for cold-start users, which is critical for recommender systems. Experimental results on three benchmark datasets including the Flixster dataset, the MovieLens dataset and the Bookcrossing dataset demonstrate that the proposed method outperforms existing ones. The proposed method can help new users to preserve their privacy by not giving answers to certain questions while enjoying some benefits from personalization. We further discuss the tradeoff between user privacy and the utility of personalization, which lays a solid foundation for future work of privacy-preserving recommender systems with full user control.
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